
FALSE NEWS IS BIG NEWS.

Barely a day goes by without a new development 
about the veracity of social media, foreign 
meddling in U.S. elections, or questionable science. 

Adding to the confusion is speculation about what’s 
behind such developments—is the motivation 
deliberate and political, or is it a case of uninformed 
misinformation? And who is spreading the word 
online—rogue AI bots or agitated humans? 

These were among the questions we sought to 
address in the largest-ever longitudinal study of 
the spread of false news online. Until now, few 
large-scale empirical investigations existed on the 
diffusion of misinformation or its social origins. 
Studies about the spread of misinformation were 
limited to analyses of small, ad hoc samples. 
But these ad hoc studies ignore two of the most 
important scientific questions: How do truth and 
falsity diffuse differently, and what factors related 
to human judgment explain these differences? 
  
Understanding how false news spreads is the first 
step toward containing it. With this research in hand, 
we can consider the implications of false news on 
hotly debated issues -- from the regulation of social 
media sites such as Facebook and Twitter, to social 
media’s role in elections.

Redefining News 
The basic concepts of truth and accuracy are central 
to theories of decision-making [1, 2, 3], cooperation 
[4], communication [5], and markets [6]. Today’s 
online media adds new dimensions and complexity 
to this field of study.

There has been a lot of attention given to the impact 
of social media on our democracy and our politics. In 
addition to politics, false rumors have affected stock 
prices and the motivation for large scale investments. 
Indeed, our responses to everything from natural 
disasters [7, 8] to terrorist attacks [9] have been 
disrupted by the spread of false news online.
  

RESEARCH HIGHLIGHTS

We investigated the differential diffusion of all the 
verified, true and false news stories distributed 
on Twitter from 2006 to 2017. The data comprise 
approximately 126,000 cascades of news stories 
spreading on Twitter, tweeted by about 3 million 
people over 4.5 million times. 

We classified news as true or false using information 
from six independent fact-checking 
organizations that exhibited 95% -98% agreement on 
the classifications. 

Falsehood diffused significantly farther, faster, deeper, 
and more broadly than the truth in all 
categories. The effects were most pronounced for 
false political news than for news about 
terrorism, natural disasters, science, urban legends, or 
financial information. 

Controlling for many factors, false news was 70% 
more likely to be retweeted than the truth.

Novelty is an important factor. False news was 
perceived as more novel than true news, which 
suggests that people are more likely to share novel 
information. 

Contrary to conventional wisdom, robots accelerated 
the spread of true and false news at the same rate, 
implying that humans, not robots, are more likely 
responsible for the dramatic spread of false news.
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New social technologies, notably Twitter, 
Facebook, and photo-sharing apps, facilitate 
rapid information-sharing and large-scale 
information “cascades” that can also spread 
misinformation, or information that is inaccurate 
or misleading.
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But, while more of our access to information and 
news is guided by these new technologies [10] 
we know little about their exact contribution to 
the spread of falsity online. Anecdotal analyses 
of false news by the media [11] are getting lots of 
attention, but there are few large-scale empirical 
investigations of the diffusion of misinformation 
or its social origins. 

Current research has analyzed the spread of 
single rumors, like the discovery of the Higgs 
boson [12], or the Haitian earthquake of 2010 
[13]. Others have studied multiple rumors 
from a single disaster event, like the Boston 
Marathon bombing of 2013. Theoretical models 
of rumor diffusion [14], or methods for rumor 
detection [15], credibility evaluation [16, 17], or 
interventions to curtail the spread of rumors, 
can also be found. 

Yet, almost no studies comprehensively evaluate 
differences in the spread of truth and falsity 
across topics nor do they examine why false 
news may spread differently than the truth. That 
was our goal.

To understand the spread of false news, our 
research examines the diffusion of true and false 
news on Twitter. 

Fact-checking the Rumors
A rumor cascade begins on Twitter when a user 
makes a statement about a topic in a tweet, 
which could include written text, photos, or 
links to articles online. Other users propagate 
the rumor by retweeting it. A rumor’s diffusion 
process can be characterized as having one or 
more “cascades,” which we define as “a rumor-
spreading pattern that exhibit an unbroken 
retweet chain with a common, singular origin.”

For example, an individual could start a 
rumor cascade by tweeting a story or claim 
with an assertion in it, and another individual 
independently starts a second cascade of the 
same rumor that is completely independent of 
the first, except that it pertains to the same story 
or claim.

Our investigation looked at a highly comprehensive 
dataset of all of the fact-checked rumor cascades 
that spread on Twitter from its inception in 
2006 until 2017. The data include approximately 
126,000 rumor cascades spread by about 3 million 
people over 4.5 million times. 

The next problem we addressed was how to 
fact-check the tweets. All rumor cascades were 
investigated by six independent fact-checking 
organizations: snopes.com, politifact.com, 
factcheck.org, truthorfiction.com, hoax-slayer.
com, and urbanlegends.about.com. Then, we 
parsed the title, body, and verdict (true, false 
or mixed) of each rumor investigation reported 
on their websites, and automatically collected 
the cascades corresponding to those rumors 
on Twitter. The result was a sample of rumor 
cascades whose veracity had been agreed upon by 
these organizations 95% to 98% of the time. 

We quantified the cascades into four categories: 

1. Depth: The number of retweet hops from the origin 
tweet over time; 

2. Size: The number of users involved in the cascade 
over time; 

3. Maximum breadth: The full number of users involved 
in the cascade at any depth;

4. Structural virality: A measure that interpolates between 
content spread through a single, large broadcast and 
content spread through multiple generations, with any 
one individual directly responsible for only a fraction of 
the total spread. [19]

Our results were dramatic: Analysis found that it 
took the truth approximately six times as long as 
falsehood to reach 1,500 people and 20 times as 
long as falsehood to reach a cascade depth of ten.

As the truth never diffused beyond a depth of 
ten, we saw that falsehood reached a depth of 19 
nearly ten times faster than the truth reached a 
depth of ten. Falsehood also diffused significantly 
more broadly and was retweeted by more unique 
users than the truth at every cascade depth.
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The Virality and Novelty of False News
In particular, we determined that false political 
news traveled deeper and more broadly, reached 
more people, and was more viral than any other 
category of false information. False political news 
also diffused deeper more quickly, and reached 
more than 20,000 people nearly three times 
faster than all other types of false news reached  
10,000 people.

Furthermore, analysis of all news categories showed 
that news about politics, urban legends, and science 
spread to the most people, while news about politics 
and urban legends spread the fastest and were the 
most viral. When we estimated a model of the 
likelihood of retweeting we found that falsehoods 
were fully 70% more likely to be retweeted than  
the truth.

What could explain such surprising results? One 
explanation emerges from information theory and 
Bayesian decision theory: People thrive on novelty. 
As others have noted, novelty attracts human 
attention [20], contributes to productive decision 
making [21], and encourages information-sharing 
[22]. In essence, it can update our understanding 
of the world. When information is novel, it is 
not only surprising, but also more valuable--
both from an information theory perspective (it 
provides the greatest aid to decision-making), and 
from a social perspective (it conveys social status 
that one is ‘in the know,’ or has access to unique  
‘inside’ information).

To check the results, we tested whether falsity was 
more novel than the truth, and whether Twitter 
users were more likely to retweet information 
that was more novel. The tests confirmed our 
findings. Numerous diagnostic statistics and 
checks validated our results and confirmed their 
robustness. Moreover, in case there was concern 
that our conclusions about human judgment were 
biased by the presence of bots in our analysis, we 
employed a sophisticated bot-detection algorithm 
[23] to identify and remove all bots before running 
the analysis. When we added bot traffic back into 
the analysis, we found that none of our main 
conclusions changed—false news still spread 

farther, faster, deeper, and more broadly than the 
truth in all categories of information. 

Although the inclusion of bots accelerated the 
spread of both true and false news, it affected their 
spread roughly equally. This suggests that contrary 
to what many believe, false news spreads farther, 
faster, deeper, and more broadly than the truth 
because humans, not robots, are more likely to 
spread it.

Significance and Ramifications
There are enormous potential ramifications 
to these results. False news can drive the 
misallocation of resources during terror attacks 
and natural disasters, the misalignment of business 
investments, and can misinform elections. And 
while the amount of false news online is clearly 
increasing, our scientific understanding of how and 
why false news spreads is still largely based on ad 
hoc rather than large-scale, systematic analyses. 
Our analysis sheds new light on these trends and 
affirms that false news spreads more pervasively 
online than the truth. It also upends conventional 
wisdom about how false news spreads.

Though one might expect network structure 
and the characteristics of users to favor and 
promote false news, the opposite is true. What 
drives the spread of false news, despite network 
and individual factors that favor the truth, is the 
greater likelihood of people to retweet falsity.

Furthermore, while recent testimony before 
congressional committees on misinformation in 
the U.S. has focused on the role of bots in spreading 
false news [24], we conclude that human behavior 
contributes more to the differential spread of falsity 
and truth than automated robots do. This implies 
that misinformation containment policies should 
emphasize behavioral interventions, like labeling 
and incentives, rather than focusing exclusively on 
curtailing bots.

We hope our work inspires more large-scale 
research into the causes and consequences of the 
spread of false news as well as its potential cures.
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brightest minds, promote dialogue, expand knowledge 
and awareness, and implement solutions that provide 
critical, actionable insight for people, businesses, and 
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of the second machine age, such as defining the future 
of work in this time of unprecendented disruptive digital 
transformation.
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